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Server : A server can be either a Physical system , Virtual system or even an 
application ( Service ) to which users can connect , interact with it , request 
information , change/edit information , save new data.
.
https://en.wikipedia.org/wiki/Server_(computing)
.

Physical servers are actually Computers with more computing power and I/O 
resources.

Virtual server. Environment that acts as a server , but is using virtual resources

Application server - An application server is a software framework that provides both 
facilities to create web applications and a server environment to run them.
Application Server Frameworks contain a comprehensive service layer model. An 
application server acts as a set of components accessible to the software developer 
through an API defined by the platform itself 
https://en.wikipedia.org/wiki/Application_server
Clusters - A server farm or server cluster is a collection of computer servers 
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maintained by an organization to supply server functionality far beyond the capability 
of a single device
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https://www.youtube.com/watch?v=YXE6HjN8heg   - Computer Punch Cards -
Historical Overview

https://www.youtube.com/watch?v=YnnGbcM-H8c - 1964 IBM 029 Keypunch Card 
Punching Demonstration

https://www.youtube.com/channel/UCOyJD0RHtF_77_oAf5tT1nQ/featured -
Computer History AP 

https://www.youtube.com/watch?v=KG2M4ttzBnY - Punch Card Programming -
Computerphile

https://www.youtube.com/watch?v=VQueCt114Gk - Ken Ross and Paul Laughton 
demo the IBM 1401

https://www.youtube.com/watch?v=V4kyTg9Cw8g&index=2&list=RDVQueCt114Gk -
IBM System 360 Mainframe Computer History Archives 1964 SLT

https://www.youtube.com/channel/UCHDr4RtxwA1KqKGwxgdK4Vg - Computer 
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History Museum

http://www.righto.com/2015/08/examining-core-memory-module-inside.html  -
Examining the core memory module inside a vintage IBM 1401 mainframe

Computer History Archive Project
Computer History Museum
Computerphile

Picutre – IBM Mainframe system 
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Reliability can be defined as the probability that a system will produce correct 
outputs up to some given time t.[5] Reliability is enhanced by features that help to 
avoid, detect and repair hardware faults. A reliable system does not silently continue 
and deliver results that include uncorrected corrupted data. Instead, it detects and, if 
possible, corrects the corruption, for example: by retrying an operation for transient 
(soft) or intermittent errors, or else, for uncorrectable errors, isolating the fault and 
reporting it to higher-level recovery mechanisms (which may failover to redundant 
replacement hardware, etc.), or else by halting the affected program or the entire 
system and reporting the corruption. Reliability can be characterized in terms of 
mean time between failures (MTBF), with reliability = exp(-t/MTBF).[5]

Availability means the probability that a system is operational at a given time, i.e. the 
amount of time a device is actually operating as the percentage of total time it should 
be operating. High-availability systems may report availability in terms of minutes or 
hours of downtime per year. Availability features allow the system to stay operational 
even when faults do occur. A highly available system would disable the 
malfunctioning portion and continue operating at a reduced capacity. In contrast, a 
less capable system might crash and become totally nonoperational. Availability is 
typically given as a percentage of the time a system is expected to be available, e.g., 
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99.999 percent ("five nines"). 

Serviceability or maintainability is the simplicity and speed with which a system can 
be repaired or maintained; if the time to repair a failed system increases, then 
availability will decrease. Serviceability includes various methods of easily diagnosing 
the system when problems arise. Early detection of faults can decrease or avoid 
system downtime. For example, some enterprise systems can automatically call a 
service center (without human intervention) when the system experiences a system 
fault. The traditional focus has been on making the correct repairs with as little 
disruption to normal operations as possible

https://en.wikipedia.org/wiki/Reliability,_availability_and_serviceability
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What we mean when we say Backplane or Planar
The Planar Concept
A planar/Backplane/board is a component that encapsulates an entire hardware 
subsystem. Example : CPU backplane – on this board are placed all the CPU’s Memory 
Dimms and its cooling. I/O backplane is the board on which all I.O devices are 
attached and controlled.
A Backplane can also be used to connect 2 hardware subsystems.
It is presented in Middle Range and Enterprise servers , because of the complexity of 
the server.
Also the presence of a backplane , allows more effective and non-interuptable part 
replacement in some situations.
All connections between the backplanes are with the same speed as if we have one 
Motherboard with all of the components attached to it.

Picture – IBM POWER7 System 9117 Layout.
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Consider the Flexible Service processor or only Service processor  to be a small 
Computer inside the server. It has its own memory NVRAM and its own code ( Linux 
Based small OS ) Also it has a Flash Storage (NVRAM) that contains the Hypervisor 
code.
When Power is applied the FSP code – the mini Linux OS is loaded. This does not 
mean that the entire server is started , actually only the FSP has partially loaded.
The FSP provides Diagnostics , initialization error correction. Also the FSP is the one 
who inform us about an error. The System Microcode is also part of this guy.
One more feature of the FSP is the embedded redundancy for Microcode. In case the 
New version is not working as it should be , then the user can load the previous and 
well known version of a microcode

17



© IBM 2017

CPU – Servers can contain from 1 up to 48+ SCM.
SCM – Single Chip Module . DCM – Dual Chip Module.
Each Chip can contain numerous Cores. 
Memory Controllers are embedded in the Chip.
SMP – Symmetric Multi Processing – All cores and Chip Modules are interconnected , 
meaning each core has full communication with all other cores in the chip and as well 
with other chips
Caching - CPU caches are small pools of memory that store information the CPU is 
most likely to need next.
Connection to the Input/Output devices.

https://www.extremetech.com/extreme/188776-how-l1-and-l2-cpu-caches-work-
and-why-theyre-an-essential-part-of-modern-chips
https://www.extremetech.com/computing/55662-top-tip-difference-between-l2-
and-l3-cache
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Memory Controllers are embedded into the POWER CPU Chip.
Memory subsystem has different layouts depending on the design and type of the 
server. 
In every server there is a Service Switch that is used to identify faulty DIMM.

Picture – IBM CDIMM memory Module
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Picture – IBM 
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Server cooling is normally divided into subsystems . In IBM servers we have CPU and 
memory cooling and we have I/O resources cooling. The cooling is done using fans, 
however they are not just fans , they have some small logic inside them so the FSP to 
monitor their condition. In some Servers Water cooling is also presented.
Air direction is from front to back. The cold air enters the system from the front and 
exits the system from the back.
All Power supplies are also equipped with Fans , which are part of the whole system 
cooling.

Picture 1 - https://encrypted-
tbn0.gstatic.com/images?q=tbn:ANd9GcTprEextqzu4nup3R2WoBJplgnpbRxu1IvJqiPu
FkQxFPo3LQVacQ
Picture 2 – IBM POWER6 9119-FHA 
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The correct supply voltage is communicated by the microprocessor to the VRM at 
startup via a number of bits called VID (voltage identification). In particular, the VRM 
initially provides a standard supply voltage to the VID logic, which is the part of the 
processor whose only aim is to then send the VID to the VRM. When the VRM has 
received the VID identifying the required supply voltage, it starts acting as a voltage 
regulator, providing the required constant voltage supply to the processor.
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An I/O resources can be all resources that interact with the server , are used as 
storage / communication line / Printers etc.
For example a Disk drive is an I/O resource because the server use the disk to put 
some data on it. Network card is also an I/O
Printers as being an output device, the mouse and keyboard , the display and so on
I/O processor. An I/O processor is a I/O device that controls I/O resources. The I/O 
processor is the person who stays between the CPU and the I/O resources.
In server environment  we can merge I/O resources to work as one device. For 
example we can have 10 Network adapters that are configured to work as 1 .The 
same can be with Storage Controllers. 2 Storage controllers are can transmit data 
between the server and the storage devices twice as fast.
Input Output resources in one Server environment are operating at much higher 
speed that in normal PC’s
As bigger one server is , as more I/O resources can be attached to this server.
I/O virtualization. This is a feature where 1 I/O resource can be used among couple of 
logical/Virtual servers. That way a customer can save money for hardware and to 
receive the same function, depending of his needs.
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A rack unit (abbreviated U or RU) is a unit of measure defined as 44.50 millimetres
(1.752 in). It is most frequently used as a measurement of the overall height of 19-
inch and 23-inch rack frames, as well as the height of equipment that mounts in these 
frames, whereby the height of the frame or equipment is expressed as multiples of 
rack units. For example, a typical full-size rack cage is 42U high, while equipment is 
typically 1U, 2U, 3U, or 4U high.

https://en.wikipedia.org/wiki/Rack_unit

39



© IBM 2017

Pictures – IBM POWER7 Low end servers.
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Pictures – IBM POWER6 and POWER7 mid-range servers.
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Picture – IBM Mainframe System Z
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Type-1, native or bare-metal hypervisors
These hypervisors run directly on the host's hardware to control the hardware and 

to manage guest operating systems. For this reason, they are sometimes called bare 
metal hypervisors. The first hypervisors, which IBM developed in the 1960s, were 
native hypervisors.[4] These included the test software SIMMON and the CP/CMS 
operating system (the predecessor of IBM's z/VM). Modern equivalents include Xen, 
Oracle VM Server for SPARC, Oracle VM Server for x86, Microsoft Hyper-V and 
VMware ESX/ESXi.

Type-2 or hosted hypervisors
These hypervisors run on a conventional operating system (OS) just as other 

computer programs do. A guest operating system runs as a process on the host. Type-
2 hypervisors abstract guest operating systems from the host operating system. 
VMware Workstation, VMware Player, VirtualBox, Parallels Desktop for Mac and 
QEMU are examples of type-2 hypervisors. 

https://en.wikipedia.org/wiki/Hypervisor
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